
Dear Ms Smith,

Online Safety Bill: Civil society organisations urge UK to protect global 
digital security and safeguard private communication.

We are over 80 national and international civil society organisations, academics and cyber-
experts. We represent a wide range of perspectives including digital human rights and technology. 
We are writing to you to raise our concerns about the serious threat to the security of private and 
encrypted messaging posed by the UK’s proposed Online Safety Bill (OSB).

The Online Safety Bill is a deeply troubling legislative proposal. If passed in its present form, the  
UK could become the first liberal democracy to require the routine scanning of people’s private  
chat messages, including chats that are secured by end-to-end encryption. As over 40 million  
UK citizens and 2 billion people worldwide rely on these services, this poses a significant risk  
to the security of digital communication services not only in the UK, but also internationally.

End-to-end encryption ensures the security of communications for everyone on a network.  
It is designed so that no-one, including the platform provider, can read or alter the messages.  
The confidentiality between sender and recipient is completely preserved. That’s why the United 
Nations, several human rights groups, and anti-human trafficking organisations alike have 
emphasised that encryption is a vital human rights tool.i

In order to comply with the Online Safety Bill, platform providers would have to break that protection 
either by removing it or by developing work-arounds. Any form of work-around risks compromising 
the security of the messaging platform, creating back-doors, and other dangerous ways and means 
for malicious actors and hostile states to corrupt the system.ii This would put all users in danger.

The UK government has indicated its intention for providers to use a technology that would scan 
chats on people’s phone and devices – known as client-side scanning. The UK government’s 
assertion that client-side scanning will not compromise the privacy of messages contradicts  
the significant evidence of cyber-security experts around the world. This software intercepts  
chat messages before they are encrypted, and as the user is uploading their images or text,  
and therefore confidentiality of messages cannot be guaranteed. It would most likely breach  
human rights law in the UK and internationally.iii
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i Human rights, encryption and anonymity in a digital age: report of the UN Special Rapporteur on freedom  
 of expression: www.ohchr.org/en/stories/2015/06/human-rights-encryption-and-anonymity-digital-age
 Encryption: a matter of human rights, Amnesty International: www.amnesty.org/en/documents/pol40/3682/2016/en/
 Quotes from Polaris anti-trafficking project in news article: www.nbcnews.com/tech/tech-news/wickr-amazon-aws-child- 
 messaging-app-sex-abuse-problem-rcna20674
ii Bugs in Our Pockets: The Risks of Client-Side Scanning: arxiv.org/abs/2110.07450
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Serious concerns have also been raised about similar provisions in the EU’s proposed ‘Child Sexual 
Abuse Regulation’, which an independent expert study warns is in contradiction to human rights 
rules.iv French, Irish and Austrian parliamentarians have all also warned of severe threats  
to human rights and of undermining encryption.v

Moreover, the scanning software would have to be pre-installed on people’s phones, without their 
permission or full awareness of the severe privacy and security implications. The underlying 
databases can be corrupted by hostile actors, meaning that individual phones would become 
vulnerable to attack. The breadth of the measures proposed in the Online Safety Bill – which  
would infringe the rights to privacy to the same extent for the internet’s majority of legitimate  
law-abiding users as it would for potential criminals – means that the measures cannot be 
considered either necessary or proportionate.vi

The inconvenient truth is that it is not possible to scan messages for bad things without infringing 
on the privacy of lawful messages. It is not possible to create a backdoor that only works for  
“good people” and that cannot be exploited by “bad people”.

Privacy and free expression rights are vital for all citizens everywhere, in every country, to do 
their jobs, raise their voices, and hold power to account without arbitrary intrusion, persecution 
or repression. End-to-end encryption provides vital security that allows them to do that without 
arbitrary interference. People in conflict zones who rely on secure encrypted communications  
to be able to speak safely to friends and family as well as for national security. Journalists around 
the world who rely on the confidential channels of encrypted chat, can communicate to sources  
and upload their stories in safety.

Children, too, need these rights, as emphasised by UNICEF based on the UN Convention of the  
Rights of the Child.vii Child safety and privacy are not mutually exclusive; they are mutually 
reinforcing. Indeed, children are less safe without encrypted communications, as they equally  
rely on secure digital experiences free from their data being harvested or conversations intercepted. 
Online content scanning alone cannot hope to fish out the serious cases of exploitation, which 
require a whole-of-society approach. The UK government must invest in education, judicial  
reform, social services, law enforcement and other critical resources to prevent abuse before  
it can reach the point of online dissemination, thereby prioritising harm prevention over 
retrospective scanning.viii

As an international community, we are deeply concerned that the UK will become the weak link  
in the global system. The security risk will not be confined within UK borders. It is difficult to 
envisage how such a destructive step for the security of billions of users could be justified.ix
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 staging.internetsociety.org/wp-content/uploads/2020/04/Client-side-Scanning-Fact-Sheet-EN.pdf
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iv Civil Liberties Committee of the European Parliament and European Parliamentary Research Service (EPRS),  
 Complementary Impact Assessment to the proposed EU Regulation laying down rules to prevent and combat child  
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The UK Prime Minister, Rishi Sunak, has said that the UK will maintain freedom, peace and security 
around the world. With that in mind, we urge you to ensure that end-to-end encrypted services will 
be removed from the scope of the Bill and that the privacy of people’s confidential communications 
will be upheld.

Signed,

ix See ii
x Rishi Sunak, Statement 14 March 2023: www.gov.uk/government/speeches/pm-statement-at-aukus-trilateral- 
 press-conference
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